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Abstract. We employ a multitude of global data sets to extend recent analyses of atmospheric greenhouse effect and its dependence on surface temperature \(T_s\) and vertical water vapor distribution. The new data encompasses a global domain including both the continents and the oceans as well as both the ascending and descending branches of the Walker and Hadley cells and the extratropical storm track regions. We adopt the radiometric definition of the atmospheric greenhouse effect, \(G_a\), which is the difference between the surface longwave emission and the outgoing longwave radiation. We derive the global average greenhouse effect over both oceans and land areas. The east to west variations of the normalized atmospheric greenhouse effect \(g_a\) and precipitable water \(w\) are just as strong as the north to south variations, thus illustrating the strong role of the dynamics in \(w\) and \(g_a\). Between 60°N and 60°S the lowest values of \(g_a\) (0.11–0.15) are found over the Saharan and other deserts; while the largest values (0.35–0.40) are found over the warm oceans with a deep convective atmosphere. The coupling between \(G_a\) and the vertical distribution of atmospheric water vapor and temperature, is examined from monthly mean annual cycle. When averaged from the southern to the northern latitudes, these quantities exhibit a statistically significant annual cycle. The annual cycle of \(T_s\), about 1 K for the tropics (30°N to 30°S) and about 4 K for the globe, is large enough to obtain a statistically significant estimate for the sensitivity parameter \(dG_a/dT_s\). It is as large as 5.5–6 W m\(^{-2}\) K\(^{-1}\) for tropical mean conditions (30°N to 30°S) and reduces to a global mean value of 3.5 W m\(^{-2}\) K\(^{-1}\) (with a 2σ range of 2.9–4.1 W m\(^{-2}\) K\(^{-1}\)). Consistent with earlier studies, the tropics exhibit a strong positive coupling between \(T_s\), \(G_a\), and water vapor distribution with large increases in the midtroposphere humidity. However, poleward of 30°N, water vapor increases are about half as much as that in the tropics, and the sensitivity parameter \(dG_a/dT_s\) decreases. This is because poleward of 30°, the annual cycle is dominated by land surface temperature changes which are not so effective as sea surface temperature changes in enhancing the water vapor greenhouse effect. Irrespective of the region (ocean or land) or the latitude domain (tropics or extratropics), the data presented here do not offer any support for the suggestion that increases in tropical or global mean surface temperature would lead to a decrease in water vapor greenhouse effect by drying the middle to upper troposphere. If any, the global scale sensitivity derived from the annual cycle is consistent with the magnitude of the positive feedback obtained by general circulation models.

1. Introduction

Water vapor feedback forms one of the greatest uncertainties in projecting future climate changes. A simple picture of the operation of water vapor feedback can be given as follows: An increase in the atmospheric \(CO_2\) and other greenhouse gases causes the surface and the troposphere to warm. Associated with this warming is an increase in atmospheric water vapor content (due to the temperature dependence of the saturation vapor pressure) which further enhances the warming through the water vapor greenhouse effect. Such a positive water vapor feedback was included in the pioneering works of Arrhenius [1896] and Manabe and Wetherald [1967].

The empirical evidence used to model the water vapor feedback [Arrhenius, 1896; Manabe and Wetherald, 1967] is the observed fact that the tropospheric relative humidity at most latitudes remains roughly the same between winter and summer inspite of the significant variations in temperatures. As a result of this fixed relative humidity assumption, when the surface and troposphere warm (say due to increase in \(CO_2\)), moisture levels in the atmosphere undergo enhancement. The fundamental reason for the latitudinal and seasonal invariance of the tropospheric relative humidity has not been explained yet; however, atmospheric dynamics must play a fundamental role in regulating the relative humidity [also see Bengtsson, 1997].

Several general circulation models [Cess et al., 1990; IPCC, 1995] simulate this positive feedback, inspite of employing widely varying parameterization schemes for deep convection. The deep convection is relevant in this context, because it plays an important role in the water vapor transport [Lindzen, 1990]. It has already been shown [Inamdar and Ramanathan, 1994; Soden et al., 1995] that deep convection increases the middle to upper tropospheric moisture on regional scales. Cess [1991]
and Rind et al. [1991] argued in favor of the positive feedback based on strong supporting evidence from both model and observations. Raval and Ramathan [1989] (hereinafter referred to as RR) attempted to quantify the interactions among the sea surface temperature, greenhouse effect, and water vapor distribution employing data from the Earth Radiation Budget Experiment (ERBE). By formulating the atmospheric greenhouse effect as the difference between the surface and the top-of-atmosphere (TOA) emissions of the longwave radiative energy, they were able to get an "observable" estimate of the atmospheric greenhouse effect and estimated \( \Delta G_{\text{av}} / \Delta T_{\text{a}} \) from regional variations in \( G_{\text{a}} \) and \( T_{\text{a}} \). As shown by Dutton [1995], \( G_{\text{a}} \) and \( \Delta G_{\text{av}} / \Delta T_{\text{a}} \) enter directly into the governing equations for climate change.

Subsequent studies [Lindzen, 1994; Lindzen et al., 1995; Bony et al., 1995; Lau et al., 1996] have revealed that the observed changes [Rind et al., 1991; RR] are domain specific, being strongly influenced by the circulation patterns elsewhere, and hence do not constitute a true estimate of the feedback effect. Their argument was that mutually compensative mechanisms were at work on a global level and these have been ignored in the earlier studies. Thus there is a need to reevaluate the RR feedback analysis which would account for these mutually compensative phenomena on a global scale. The obvious way to settle the issue is to compare the decadal and long-term variation in temperature and moisture. Studies that have attempted this [Hense et al., 1988; Flohn et al., 1989] have shown that trends in humidity and temperature are positively correlated, supporting positive water vapor feedback. However, instrumental and sampling uncertainties [Gaffen et al., 1991] limit the accuracy of the observed trends. In this study we avoid these experimental errors by focusing on the annual cycle, employing a 2-5 year period of new global data sets that are available.

A main objective of the present study is to address these specific issues by extending the analysis of Raval and Ramathan [1989] in geography and time and encompassing both land and oceans. In this study we use the annual cycle of tropical (30°N to 30°S), global (90°N-90°S) means, and global mean surface temperatures to provide yet another test of the water vapor feedback. As pointed out by Lindzen et al. [1995], this annual cycle of surface and atmospheric temperature changes on tropical and global mean scales provide a critical test of the performance of climate models. We will be using a multitude of data sets from several different sources in our analysis. We are not aware of a similar study that combines the land surfaces and oceans together. The present work represents the first such effort to include both ocean and land surfaces in the analysis of the greenhouse effect and thus attempt to get a better understanding of the global water vapor feedback issue.

2. Data Sources

The TOA outgoing longwave fluxes have been retrieved from the Earth Radiation Budget Experiment (ERBE) scanner data aboard the NOAA satellite [Barkstrom, 1984]. These are monthly means covering the period 1985-1989 on a global 2.5° (latitude) \( \times \) 2.5° (longitude) grid [Barkstrom et al., 1989]. We are considering only the open oceans and land surface and ignore the sea ice and permanent ice regions, for lack of reliability of the data over the ice-covered surfaces. The latter account for about 6% of the planet's surface.

Three sources have been used here for the surface temperature. Over the ice-free oceans, Reynolds [1988] blended analysis of data collected from ships, buoys, and satellites have been employed. An equivalent data set is not available for the land surface, so we use the ground temperatures extracted from the interdisciplinary data collection series of the Data Assimilation Office, which has produced version 1 [Schubert et al., 1993] of the Goddard Earth Observing System Data Assimilation System (DAO GEOS-1). These are a synthesis of observations consisting of globally deployed in situ and remote measurements and short-term model forecasts. DAO multiyear assimilation products have been validated by comparing with other analysis products such as ECMWF and have been considered well suited for climate research [Schubert et al., 1995]. The subset of monthly means, which we use here, extracted from the full 3 hourly time series has been regridded into a 2.5° \times \) 2.5° grid to conform to the ERBE data scale. However, there have been reports of a cold bias in the data set, as we shall show soon in the section, and so we use an additional source to examine the severity of this problem. The other source of these data comes from the National Meteorological Center (NMC) surface temperature data archive at the National Center for Atmospheric Research (NCAR). These constitute the surface observations at individual stations on a 6 hourly basis over the globe. These also have been converted into a monthly 2.5° \times \) 2.5° grid means for the years 1988 and 1989.

The precipitable water content in the atmosphere over the oceans is retrieved from the Special Sensor Microwave Imager (SSMI) data aboard the DMSP-F8 satellite. These data are available as a monthly mean converted to a 2.5° \times \) 2.5° grid from July 1987, thus providing an overlap of a little over 2 years with the ERBE. Again SSM/I is not available over the land surfaces. Recently, there has been an effort [Randel et al., 1996] to produce a global moisture data set as part of the GEWEX (Global Energy and Water Cycle Experiment) program. Randel et al. [1996] have produced a 5 year total and layered global water vapor data set by synthesizing radiosonde observations, Television and Infrared Operational Satellite Operational Vertical Sounder (TOVS), and SSM/I measurements. This data set is referred to as the NASA water vapor project (NVAP) [Randel et al., 1996].

2.1. Data Compatibility

Because of the independent sources for the surface temperature and precipitable water, a compatibility test was performed. Both the GEOS-1-derived ground surface temperatures and the NVAP precipitable water data have global coverage, while the Reynolds NMC-blended analysis and SSM/I are available only over the ice-free ocean regions. The ocean surface temperatures have been prescribed in the GEOS assimilations. The NMC station data have been retrieved only for the land surfaces. For precipitable water vapor, the SSM/I measurements are considered to be more accurate than the TOVS retrievals. Accordingly, a higher weight has been assigned to the SSM/I measurements [Randel et al., 1996] in the derivation of the NVAP water vapor data product and further elaborate quality checks have been performed keeping in mind the limitations of different data sets. Nevertheless, since we will be using a mix of these data sets, it is found prudent to compare them for compatibility wherever possible.

Table 1 presents a summary of the comparisons for both temperature and precipitable water for the years 1988 and
Table 1. Mean, Difference, and Standard Deviation Between GEOS-1 Surface Temperatures and Those Retrieved From NMC Surface Data Records for 1988 and 1989 and between the Precipitable Water Derived From the SSM/I Instrument and the NVAP Water Vapor Data

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>1988, K</th>
<th>1989, K</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Surface Temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_s$ from GEOS-1</td>
<td>mean, 284.3</td>
<td>mean, 284.3</td>
</tr>
<tr>
<td>$T_s$ from NMC surface</td>
<td>mean, 287.1</td>
<td>mean, 287.2</td>
</tr>
<tr>
<td>observations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEOS-1 and NMC</td>
<td>mean, -7.8</td>
<td>mean, -2.8 s.d., 4.4</td>
</tr>
<tr>
<td>surface observations</td>
<td>s.d., 4.4</td>
<td></td>
</tr>
<tr>
<td><strong>Total Precipitable Water Vapor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSM/I</td>
<td>mean, 2.5985</td>
<td>mean, 2.5427</td>
</tr>
<tr>
<td>NVAP</td>
<td>mean, 2.6141</td>
<td>mean, 2.5430</td>
</tr>
<tr>
<td>[SSM/I - NVAP]</td>
<td>mean, 0.1715</td>
<td>mean, 0.1496</td>
</tr>
<tr>
<td></td>
<td>s.d., 0.158</td>
<td>s.d., 0.144</td>
</tr>
</tbody>
</table>

1989. Because of the nature of the data sets and their sources we are limited to perform only partial comparisons. For the surface temperature we compare the GEOS with station data. Table 1 entries show the annual global averages for the years 1988 and 1989 for both the surface temperature and the total precipitable water. It is apparent that the GEOS-1 temperatures have a distinct cold bias by about 3 K compared to the station data on a global annual basis. Further, resolving this into seasonal estimates shows the bulk of the bias occurs during the winter months, as revealed by the histograms of temperature differences shown in Figure 1 for January and July 1989. However, one should also bear in mind the sampling issue and the instrument differences at different places for the station data. However, there is a reasonable agreement for the water vapor data, which may be partly due to the higher weight assigned to the SSM/I over the oceans which cover about two thirds of the Earth.

To estimate the greenhouse effect over the continent regions, we need, in addition, the surface emissivities, because land surfaces do not necessarily emit as blackbodies. A spectrally detailed daytime emissivity data for different seasons over the globe is not available at the present time. However, a broadband and window component of surface emissivities has been compiled by D. Kratz et al. (personal communication, 1996) based on the Salisbury et al. [1992] emissivity values in the 8-14 μm atmospheric window. These data have been used in computing the greenhouse effect over land surfaces.

3. Relation Among OLR, $G_a$, and the Feedback Parameters

Consider first a one-dimensional system with the surface emitting like a blackbody. The clear-sky outgoing longwave radiation ($F_C$) and $G_a$ are related by

$$F_C = \sigma T_s^4 - G_a$$  \hspace{1cm} (1)

where $T_s$ is the surface temperature and $G_a$, by definition, is given by

$$G_a = \int_0^\infty \int_{4\mu m}^{100\mu m} [1 - e^{-\tau \omega z}] \frac{dB}{dz'} \frac{dz'}{dv} dv$$  \hspace{1cm} (2)

where $\tau$ represents the optical depth between TOA and $z'$ and the expression in square parenthesis thus represents the absorptance. From (1) we note that $G_a$ is the reduction in the outgoing longwave radiation due to the presence of the atmosphere. From (2) it is seen that the reduction in OLR depends on two factors: $\tau$, the optical depth, and the vertical temperature gradient (note that $dB/\omega dz = dB/dT dT/\omega dz$). Without a radiatively active atmosphere i.e., $\tau = 0$, $G_a = 0.0$ and OLR would be identically equal to $\sigma T_s^4$. Likewise, without a vertical temperature gradient, $dB/\omega dz = 0$, and $G_a = 0$. It is obvious that $G_a$ includes the contribution from the entire troposphere and the stratosphere with equal weight given to all regions.

The greenhouse effect of the atmosphere and clouds ($G$) is obtained from

$$F = \sigma T_s^4 - G$$

where $F$ is the OLR for the average cloudy skies. Note that $G = G_a + G_{c_w}$, where $C_{c_w}$ the longwave cloud forcing [Ramanathan et al., 1989] denotes the enhancement of the greenhouse effect by clouds. The fundamental longwave climate feedback parameter is $dF/dT_s$, and from (3),

$$dF/dT_s = 4\sigma T_s^3 - dG/dT_s = 4\sigma T_s^3 - (dG/dT_s + dC_{c_w}/dT_s)$$  \hspace{1cm} (4)
Table 2. Global Longwave Radiative Energy Budget Components (W m\(^{-2}\)) Derived Using Different Sources for Land Surface Temperatures

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ocean</th>
<th>Land</th>
<th>Ocean Plus Land</th>
<th>Ocean</th>
<th>Land</th>
<th>Ocean Plus Land</th>
<th>Ocean</th>
<th>Land</th>
<th>Ocean Plus Land</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\langle T_\infty \rangle)</td>
<td>292.9</td>
<td>285.2</td>
<td>290.7</td>
<td>293.2</td>
<td>285.4</td>
<td>291.0</td>
<td>293.2</td>
<td>288.0</td>
<td>292.1</td>
</tr>
<tr>
<td>(\langle E_L \rangle)</td>
<td>415.8</td>
<td>389.5</td>
<td>408.8</td>
<td>421.0</td>
<td>391.5</td>
<td>409.9</td>
<td>421.0</td>
<td>392.9</td>
<td>414.9</td>
</tr>
<tr>
<td>(\langle F_C \rangle)</td>
<td>214.1</td>
<td>205.0</td>
<td>212.0</td>
<td>215.6</td>
<td>206.4</td>
<td>217.5</td>
<td>215.6</td>
<td>206.7</td>
<td>213.5</td>
</tr>
<tr>
<td>(\langle G_a \rangle)</td>
<td>145.2</td>
<td>115.6</td>
<td>136.9</td>
<td>145.4</td>
<td>116.1</td>
<td>137.2</td>
<td>145.4</td>
<td>127.2</td>
<td>141.4</td>
</tr>
</tbody>
</table>

*For ocean surfaces, \(E_L = \sigma T_\infty^4\); over nonblack surfaces it is modified to account for reflection of atmospheric emission to the surface (assumed as 80% of the surface blackbody emission), \(E_L = \varepsilon \sigma T_\infty^4 + (1 - \varepsilon) 0.8 \sigma T_\infty^4\).*

The water vapor feedback effect is contained in \(dG_{w}/dT_S\); the cloud feedback effect is contained in \(dC_{\infty}/dT_S\) and lapse rate changes will influence both \(dG_{w}/dT_S\) and \(dC_{\infty}/dT_S\). Considering first \(dG_{w}/dT_S\), we obtain from (1)

\[
dG_{w}/dT_S = 4\sigma T_\infty^3 - dF_C/dT_S
\]

For a uniform change in surface and atmospheric temperature (i.e., without lapse rate feedback) and without any change in water vapor amount (i.e., no water vapor feedback), \(dF_C/dT_S \approx 3.3\) W m\(^{-2}\) K\(^{-1}\) [Ramanathan, 1981]. Thus for lapse rate or water vapor to exert a positive feedback requires

\[
dF_C/dT_S < 3.3\text{ W m}^{-2}\text{ K}^{-1}\text{ for positive feedback}
\]

\[
\approx 3.3\text{ W m}^{-2}\text{ K}^{-1}\text{ for no feedback}
\]

\[
\geq 3.3\text{ W m}^{-2}\text{ K}^{-1}\text{ for negative feedback}
\]

One-dimensional radiative-convective models with fixed relative humidity assumption yield [see Ramanathan, 1981]

\[
dF_C/dT_S \approx 2\text{ W m}^{-2}\text{ K}^{-1}
\]

To rephrase the above criteria in terms of \((\text{equation } 5)\), we note that for global average, \(T_\infty = 289\) K, \(4\sigma T_\infty^3 = 5.47\text{ W m}^{-2}\text{ K}^{-1}\), and we obtain from \((5)\) and \((6)\)

\[
dG_{w}/dT_S > 2.2\text{ W m}^{-2}\text{ K}^{-1}\text{ for positive feedback}
\]

\[
= 2.2\text{ W m}^{-2}\text{ K}^{-1}\text{ for no feedback}
\]

\[
< 2.2\text{ W m}^{-2}\text{ K}^{-1}\text{ for negative feedback}
\]

Caveat on \((5)\): If we relax the assumption of a one-dimensional system, we have to account for two complicating factors.

1. For a regionally varying surface temperature (as opposed to the one-dimensional system considered above), (1) should be replaced by

\[
F_C = \sigma(T_\infty^3 - G_a)
\]

where the angle brackets indicate space and time averages. We can easily show that \(\langle T_\infty^3 \rangle\) is greater than \(\langle T_\infty \rangle^3\).

\[
dG_{w}/dT_S = \sigma\langle T_\infty^3 \rangle/dT_S - dF_C/dT_S
\]

In general, \(\sigma\langle T_\infty^3 \rangle/dT_S \neq 4\sigma\langle T_\infty \rangle^3\). In this paper we adopt the following procedure: For estimates of average \(G_a\) values shown in Table 2 (Figures 2a and 2b, and Plate 1) we adopt the correct averaging procedure as shown in \((9)\). However, to estimate the feedback parameter \(dG_{w}/dT_S\), we adopt the simplified expression given by \((5)\). This is because earlier studies report only \(dF_C/dT_S\) and the average \(T_\infty\), and to convert their OLR feedback into \(dG_{w}/dT_S\), we have to resort to \((5)\).

2. The second factor concerns nonblackbody emission. Sea surface is within 1% of emitting like a blackbody, and hence the upflux at the surface estimated by assuming a blackbody emission is within few tenths of a percent \((\approx 0.2-0.4\%)\) of the correct value. Land surfaces, however, can deviate substantially from blackbody emission. Emissivity of deserts can be as low as 0.85. For nonblack surfaces we modify the surface emission \((E_L)\) as follows:

\[
E_L = \varepsilon \sigma T_\infty^4 + (1 - \varepsilon) F^{-}
\]

where \(\varepsilon\) is the surface emissivity and \(F^{-}\) is the downward longwave flux at the surface. In the tropics, \(F^{-}\) is about 90–
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\caption{Global average of surface temperature, surface emission, outgoing longwave radiation (OLR), and atmospheric greenhouse effect derived from ERBE, GEOS data (1985–1989), and Salisbury et al. [1992] surface emissivity tables. The results include all regions of the globe including sea ice and permanent ice.}
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GLOBAL AVERAGE ATMOSPHERIC GREENHOUSE EFFECT (W m\(^{-2}\))

<table>
<thead>
<tr>
<th></th>
<th>OCEAN AND LAND</th>
<th>OCEAN ONLY</th>
<th>LAND ONLY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>141.4 (0.34)</td>
<td>145.4 (0.35)</td>
<td>127.2 (0.33)</td>
</tr>
<tr>
<td>TOA Flux</td>
<td>273.5</td>
<td>275.6</td>
<td>265.7</td>
</tr>
<tr>
<td>Surface Emission</td>
<td>±0.5 W m(^{-2})</td>
<td>±0.5 W m(^{-2})</td>
<td>±0.6 W m(^{-2})</td>
</tr>
<tr>
<td></td>
<td>292.1 K</td>
<td>293.2 K</td>
<td>321.0</td>
</tr>
<tr>
<td></td>
<td>392.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Results shown are for the ice-free earth (approximately 94% of the Earth's surface).

Uncertainties:
- Surface emission: ±0.5 W m\(^{-2}\), TOA flux: ±0.5 W m\(^{-2}\), \(G_a\): ±0.6 W m\(^{-2}\)

**Figure 2b.** Global average of surface temperature, surface emission, outgoing longwave radiation, and atmospheric greenhouse effect derived from ERBE, NMC-blended sea surface temperature (SST) (for the oceans), NMC station surface temperatures (for the land), and Salisbury et al. [1992] surface emissivity tables for the period 1988–1989. Results exclude the ice-covered regions.

95% of \(\sigma T_a^4\) while for global average conditions, it is about 80%. Thus the net effect of nonblack emissivity is much smaller than that indicated by the value of \(\varepsilon\). Instead of estimating \(F^+\) at each grid point, we let \(F^+ = 0.8 \sigma T_a^4\). The error introduced by this assumption on \(G_a\) is much less than a percent.

4. Global Averages

Unless otherwise mentioned, results shown here and elsewhere use station data for land surface temperatures which are restricted to a 2 year period from 1988 to 1989. However, using the GEOS data, we compare 2 year averages with 5 year averages (1985 to 1989) to assess the importance of interannual variations. As shown later, for the large-scale average results (tropical and global) the 2 year averages are virtually identical to 5 year averages.

The area averages were obtained as follows: Each grid point value is first weighted by its area, and all of the area-weighted values within the specified domain (tropical or global and ocean or ocean plus land) for each month were then summed and, subsequently, normalized by the domain area (be it tropical or global) to obtain the monthly domain average value. Another method (not followed here) is to obtain zonal averages first and then weight the zonal mean with the area of the particular latitude zone. The two methods yield significantly different averages, particularly when we consider just oceanic regions (as opposed to ocean plus land). Furthermore, unless otherwise mentioned, we do not include sea ice and land ice (e.g., Greenland and Antarctic) points in any of our averages.

The global annual means for the surface temperature and the different radiative flux parameters extracted from the ERBE are shown in Figures 2a and 2b. The ERBE clear-sky classification scheme is known to be inefficient over the ice-covered surfaces. Hence all the results in this study, with the exception of Figure 2a, excludes the ice-covered Earth. Yet it would be of interest to know the globally averaged radiation budget which includes all regions of the Earth. Thus we present in Fig. 2a the radiation budget for the entire planet using GEOS data (1985–1989). The ice-covered portion of the Earth constitutes ~6% of the globe. Table 3 shows the effect of using different averaging periods and also different sources of land surface temperature. The 2 year GEOS results are almost identical to the 5 year averages. The numbers for the land and the land/ocean composite are systematically lower for the GEOS data due to the ground temperature bias discussed in section 3. Also, it is apparent from Figure 2b and Table 2 that the global surface temperatures have a warmer bias of about 4 K due to the exclusion of ice surfaces.

In addition to the exclusion of ice-covered surface in the analysis, it was further discovered that the clear-sky ERBE OLR data were missing in about 8% of the ocean and 10% of the land regions. Thus the global averages depicted in Figure 2b exclude sea ice (3%), permanent ice (3%), and regions masked by missing ERBE data (~8%). When regions with the missing ERBE data mask were included, the corresponding global annual mean surface temperatures for the oceans, land, and composite turned out to be 292.4, 284.3, and 290 K, respectively. Upon comparing these numbers with the temperatures in Figure 2b, we infer that the missing ERBE data correspond mostly to regions of lower surface temperatures, further contributing to the warm bias in global-average surface temperature.

The regional distribution of the key parameters for the globe (60°N–60°S) is shown in Plate 1. The top panel of Plate 1 shows the annual mean distribution of the normalized greenhouse effect \(g_a = G_a/\sigma T_a^4\). A large fraction of the spatial variation in \(G_a\) is due to variations in \(T_a\). The contributions from variations in \(T_a\) are essentially removed in the normalized greenhouse effect \(g_a\), such that regional variations of \(g_a\) (shown in the top panel of Plate 1) reveal the effects of
Plate 1. (top) Regional distribution of the annual mean atmospheric greenhouse effect \( g_a \) from 1988 and 1989 data. (bottom) Regional distribution of the annual mean total precipitable water \( w \) from 1988 and 1989 NVAP (NASA water vapor project) data.

variations in atmospheric humidity and lapse rates. As shown in Plate 1, \( g_a \) increases from pole to equator largely because of the increase in humidity (shown in the bottom panel) from pole to equator [Stephens et al., 1991; RR]. Furthermore, for the same latitude zone, the continental \( g_a \) values are significantly lower than the oceanic values, indicating that the land regions are drier than the oceanic regions.

As shown by RR and Stephens [1990], geographical variations in \( g_a \) are dominated by the dependence of \( g_a \) on water vapor \( w \) and \( T_s \); that is, \( g_a \) increases with \( w \) which in turn increases with \( T_s \). The equator to pole decrease in \( g_a \) is largely due to the corresponding decrease in \( T_s \) and \( w \). However, the atmospheric dynamics also has a strong influence on \( g_a \). We use maps of the regional distributions of \( g_a \) (top panel) and total precipitable water \( w \) (bottom panel) to illustrate the role of dynamics of water vapor transport and its interaction with the greenhouse effect.

We can distinctly see enhanced values of \( g_a \) (top panel) and \( w \) (bottom panel) in the deep convective regions of the western Pacific, the Intertropical Convergence Zone (ITCZ), including the slightly northward shifted ITCZ contour in the east Pacific and the Atlantic, surrounded by lower values of \( g_a \) in the subtropical high-pressure belt with strong subsidence. The subsidence over the desert regimes of North Africa (Sahel Desert), South Africa (Kalahari Desert), Asia (Gobi Desert), South America, and Australia are quite marked. These regions are characterized by very low surface emissivities (significantly below 1) and low precipitable water amounts (bottom panel of Plate 1) causing anomalously low greenhouse effect. Lastly, the data displayed in the two panels of Plate 1 reveal a remarkable consistency between regional variations in \( g_a \) and \( w \); that is, regions with enhanced \( g_a \) also have higher \( w \). This consistency between the radiometric and the water vapor data sets is important for the feedback analyses presented in section 5.

5. Annual Cycle on Tropical and Global Scales

The north to south averaged annual cycles of \( T_s \), \( g_a \), and precipitable water \( w \) are shown, respectively, in Figures 3a, 3b, and 3c for the tropics (30°N–30°S) and in Figures 4a, 4b, and 4c for the globe (90°N–90°S). The precipitable water \( w \) is resolved into three tropospheric layers: \( w_1 \) for lower (surface
Figure 3. Annual cycles for the tropics (30°N–30°S). (a) surface temperature ($T_s$) obtained from the same sources as in Figure 2; (b) atmospheric greenhouse effect ($G_a$) and the normalized atmospheric greenhouse effect $g_a$, shown by dashed line; and (c) percent change in precipitable water in three tropospheric layers, namely lower ($w_1$, between surface and 700 mbar), middle ($w_2$ between 700 and 500 mbar), and upper ($w_3$, between 500 and 300 mbar).
to 700 mbar), $w_2$ for middle (700–500 mbar), and $w_3$ for upper (500–300 mbar) troposphere.

Why should the planet as a whole exhibit an annual cycle? Among the many probable contributing factors, three obvious candidates are as follows: (1) the solar insolation averaged over the planet peaks in December 21 and has a minimum on June 21 due to the eccentricity of the orbit. The amplitude of this cycle is 12 W m$^{-2}$, which is 3.5% of the mean value of 342 W m$^{-2}$; (2) the north-south asymmetry in the land fraction would by itself contribute to an annual cycle even in the absence of eccentricity changes; and (3) north-south asymmetries in atmospheric and oceanic circulation arise from the above two factors.

For the tropics, $T_s$ peaks in March/April, while for 90°N--
90°S, $T_S$ peaks in July. We can qualitatively interpret the phase of the annual cycle as follows:

The tropical annual cycle is dominated by the coupled ocean-atmosphere system, and as a result, the temperature response lags behind the forcing by about 3 months ($\pi/2$); thus with the solar insolation peaking in December, the temperature peaks in late March, as shown in Figure 3. In addition to the annual cycle, the figure also reveals a semiannual cycle, whose amplitude is comparable to the annual cycle amplitude.

The extratropical and global annual cycle is most likely dominated by the hemispherical asymmetry in the land fraction. During the northern hemisphere summer (June, July, and August) the large landmasses warm rapidly (with about a 1 month lag), which dominates the hemispherical and global mean response; however, during the southern hemisphere summer the relatively smaller fraction of land prevents a corresponding response. Thus the globe is warmest during June/July and is coolest during December/January.

Both Figures 3 and 4 reveal that $g_a$, $w_1$, $w_2$, $w_3$, and $T_S$ are positively correlated. The figures again reveal the consistency between the radiation budget data and water vapor data. When $w$ and $g_a$ are correlated with $T_S$, the best correlation coefficient is obtained for a phase lag of less than a month (as shown later). This near-zero phase lag rules out the possibility of variations in $g_a$ or $w$ driving variations in $T_S$; were this to be the case, $T_S$ should lag behind the forcing by at least more than a month. On the other hand, since convective timescales are less than a month, it is reasonable to expect that variations in $g_a$ and $w$ are driven by variations in $T_S$ without much phase lag. The deduction is that the correlation coefficient between $g_a$ and $T_S$ or that between $w$ and $T_S$ is the feedback parameter, valid, at least for annual timescales.

6. Feedback Analyses

6.1. Tropical and Global $G_a$-$T_S$ Correlations

Scatterplots of $G_a$ versus $T_S$ for the tropics (3°N–3°S) and globe (90°N–90°S) are shown in Figures 5a and 5b, and similar plots of $F_C$ versus $T_S$ are shown in Figures 6a and 6b. The feedback term $dG_a/dT_S$ derived from the annual and interannual cycles of monthly mean values are plotted in Figures 7 (ocean and land) and 8 (ocean only) as a function of the latitude range from pole to pole. The $G_a - T_S$ correlation was performed by successively including larger domains, extending in increments of 5° on either side of the equator (e.g., 5°N–5°S, 10°N–10°S, and so on). The domain-averaged $\langle G_a \rangle$ is obtained, as described previously from the corresponding domain-averaged surface temperature and OLR as

$$\langle G_a \rangle = \sigma(T_S) - \langle F_C \rangle$$

The period 1985–1987 was marked by ENSO which peaked with the El Nino event in 1987. Since the annual cycle signals were weak during this ENSO, we employ only the years 1988–1989 for the correlation analysis here. The solid line depicted

\[\text{Figure 6. Same as in Figure 5 but for } F_C \text{ versus } T_S.\]
Figure 7. Feedback sensitivity parameter $dG_w/dT_S$ for different latitude ranges (ocean plus land). The solid line depicts results which use the station data for the land surface temperatures (1988–1989), while the dashed line employs the GEOS data. The results derived from the amplitude method (see text), and also the ERBE all-sky OLRs are shown by symbols. The equivalent estimates for the globe from other studies and GCM simulations are shown in the second right box, while the box at the extreme right marks the range of $dG_w/dT_S$ into regions of positive and negative feedback.

Figure 8. Feedback sensitivity parameter $dG_w/dT_S$ for different latitude ranges for the ocean and ocean plus land, shown separately.
in Figure 7 has been derived using the annual cycle from station data, while the dashed line is derived employing the GEOS surface temperature data. Focusing first on the clear-sky sensitivity values (as opposed to the all-sky values shown by circles), we infer the following features from Figure 7:

1. Between 10°N and 10°S (not shown), \( dG_a/dT_a \) (7-10 W m\(^{-2}\) K\(^{-1}\)) exceeds the blackbody emission value of about 5 W m\(^{-2}\) K\(^{-1}\), thus reproducing the so-called super greenhouse effect inferred from latitudinal variations in \( G_a \) and \( T_a \) (RR) and from El Nino-induced variations [Ramanathan and Collins, 1991]. The large value of \( dG_a/dT_a \) is due to the increase in frequency of convection with \( T_a \) [Waliser et al., 1993] and the subsequent increase in middle and upper tropospheric water vapor [Hallberg and Inamdar, 1993]. We have to bear in mind, however, that both temperature effect (as represented by the Planck and lapse rate feedbacks) and moisture feedbacks contribute to the observed \( dG_a/dT_a \), as can be inferred from (4) [also see Inamdar and Ramanathan, 1994]. The role of the lapse-rate feedback is discussed further at the end of this section.

2. Away from the equatorial regions, \( dG_a/dT_a \) decreases rapidly and asymptotes to the global mean value of about 3.5 W m\(^{-2}\) K\(^{-1}\). The enhanced trapping in the equatorial regions is compensated by enhanced emission to space from the subtropics and the extratropics. The enhanced emission in the subtropics is most likely due to the drying effect of deep convection (as evidenced by the all-sky flux changes discussed later); in the extratropics, on the other hand, temperature changes are confined largely to the northern hemisphere land regions, which are not so effective as oceanic regions in enhancing water vapor in the atmosphere (this point is discussed in detail later).

3. Upon comparing with the all-sky values, we see that the cloud longwave forcing feedback term does not contribute to the global sensitivity. This does not, however, imply that clouds do not change. In fact, in the equatorial regions, the all-sky sensitivity is much larger, thus indicating a large increase in convective clouds. In the subtropical regions however, the drying effect of increased equatorial convection decreases the sensitivity to very close to clear-sky values.

In summary, the data reveal the subtropical drying effect of deep convection, qualitatively similar to that suggested by Lindzen [1990]; but unlike Lindzen’s mechanism, the drying effect is not sufficiently large and the positive water vapor feedback dominates in the tropics. One possible reason is the failure of Lindzen’s mechanism to account for the large super greenhouse effect in the low latitudes.

In Figure 8 we compare the land plus ocean sensitivity with the ocean only sensitivity to understand the role of the land surfaces. At all latitudes the ocean sensitivity is larger, thus suggesting that the drying effect may be happening more over the land.

To test the robustness of the analysis, we employed another independent method, denoted in Figure 7 as the “amplitude method.” Here we performed a Fourier decomposition of the time series of surface and atmospheric temperatures and the atmospheric greenhouse effect for the tropics (30°N-30°S), 60°N-60°S, and also the globe, extracting the amplitude and phase for both parameters. The values marked in Figure 7 have been derived by taking the ratio of the respective first harmonic amplitudes. Again, the results from the “amplitude” method are identical with the other methods.

6.2 Error Analysis

To further assess the effect of data uncertainties in the sensitivity estimates, we performed an error analysis of the \( dG_a/dT_a \) term by accounting for random errors in the OLR and \( T_a \), the two parameters that are needed in the analysis. To do this, different sets of normally distributed random numbers with mean zero and a standard deviation of 1 K for \( T_a \) and 3.3 W m\(^{-2}\) for OLR [Wielicki et al., 1995] have been generated to simulate the errors in \( T_a \) and OLR. In the first method (top panel of Figure 9), the errors are assumed to apply uniformly for the entire spatial domain considered. In the second method, errors are considered on the ERBE grid scale and assumed to be spatially uncorrelated. Inspite of the higher estimates of standard deviations used as input in Figure 9, uncertainties are very small. The uncertainties are larger for the first method but diminish significantly on a global basis.

7. Implications to the Role of Water Vapor Feedback in Global Warming

7.1 Comparison of the Sensitivity Parameter With Other Studies

In Figure 7 we compare the annual cycle sensitivity with those inferred from available model studies dealing with the global warming due to increased CO\(_2\). Arrhenius [1896] was perhaps the first to account for the water vapor feedback. In a
recent study by Ramanathan and Vogelmann [1997] it is shown that water vapor feedback amplifies the surface warming by a factor of 1.3 in the Arrhenius model. We can translate this into a \( dG_a/dT_s \) estimate as follows:

If \( F \) denotes OLR, and \( \Delta T = \text{OLR} \), sensitivity to surface temperature change \( = 3.3 \text{ W m}^{-2} \text{ K}^{-1} \) without \( \text{H}_2\text{O} \) feedback [from Cess, 1990], then using \( \Delta T_s = \Delta T / (dF/dT_s) \), we get

\[
\frac{dF}{dT_s} = 3.3(1/3) = 3.54 \text{ W m}^{-2} \text{ K}^{-1}.
\]

Since \( G_a = \sigma T^4 - F \), it follows

\[
(\frac{dG_a}{dT_s}) = 4\sigma T^3 - \frac{dF}{dT_s} = 3.54 - \frac{2.54}{2.9} = 2.9 \text{ W m}^{-2} \text{ K}^{-1}.
\]

This value is in the lower range of estimates shown in Figure 7.

The first study to use the concept of a water vapor feedback in a radiative-convective model was that of Manabe and Wetherald [1967]. A subsequent general circulation model (GCM) study [Wetherald and Manabe, 1975] analyzed the sensitivity of GCMs outgoing longwave flux to a 2% increase in the solar flux, which yielded values consistent with those of the earlier radiative-convective model. The corresponding \( dG_a/dT_s \) estimate from their study turns out to be 3.7 W m\(^{-2}\) K\(^{-1}\), which is very close to our estimates from the ERBE data shown in Figure 7.

Mitchell [1989] in his study of climate feedback mechanisms, derived an average estimate for the water vapor feedback factor from analyzing the results of \( \text{CO}_2 \)-doubling experiments using both radiative-convective and three-dimensional climate models. His feedback-calculated estimates of longwave cooling to space of 2.2 W m\(^{-2}\) K\(^{-1}\) transform to a \( dG_a/dT_s \) value of about 3.7 W m\(^{-2}\) K\(^{-1}\), which is again close to the earlier estimate.

Raval and Ramanathan [1989] estimated the relationships among atmospheric greenhouse effect, surface temperature, and precipitable water vapor from observational data. They provided an estimate of 3.3 W m\(^{-2}\) K\(^{-1}\) for \( G_a \) sensitivity from the ERBE measurements over the oceanic regions of the globe.

Finally, Cess et al. [1990], in their intercomparison study of global warming simulations from 19 GCMs, found excellent agreement among their depiction of OLR sensitivity to surface temperature increase with a mean value for \( dF/dT_a \) of 2.34 W m\(^{-2}\) K\(^{-1}\) and a standard deviation of 0.2 W m\(^{-2}\) K\(^{-1}\). This is in spite of the 19 GCMs using several different parameterization schemes for convection, thus confirming that their agreement over water vapor feedback is not an artefact of this parameterization.

In summary, it is shown that the \( G_a \) sensitivity derived from several approaches (GCMs and observations from independent sources) all converge in the range of 2.9–3.8 W m\(^{-2}\) K\(^{-1}\) for the globe. As derived earlier, the threshold level for positive feedback is given by \( dG_a/dT_s > 2.2 \) W m\(^{-2}\) K\(^{-1}\). The boundaries of positive and negative feedback are marked separately in Figure 7.

### 7.2. Relevance of the Annual Cycle to Global Warming

The magnitude of \( dG_a/dT_s \) is governed by changes in atmospheric lapse rate and in humidity (q). The similarity of changes in q and lapse rate between the annual cycle changes and the longer-term (say decadal) climate changes is an indicator of the relevance of the feedback inferred from the annual cycle to global warming. For the annual cycle we examine the difference between the warmest and the coldest 3 month averages. For the longer term we adopt published decadal scale observed changes [Angell, 1988; Oort and Liu, 1993] and GCM results for doubling of \( \text{CO}_2 \) (as reported in IPCC [1995]).

#### 7.2.1. Tropical region between 30°N and 30°S

The annual cycle peaks during the spring months (March-April-May) for the tropics (see Figure 3). Figure 10a and 10b present the average difference between the warmest (MAM) and the cold (DJF) months of the cycle of surface temperatures (extracted from GEOS) and corresponding percent change in column-integrated water vapor in the three tropospheric layers (surface to 700 mbar, 700–500 mbar, and 500–300 mbar) derived from the NWP water vapor data. Figures 10a and 10b include only the oceans (without sea ice), while Figure 10c and 10d present the same for the land and ocean combined case. The dotted lines in Figures 10b and 10d represent the column precipitable water when the relative humidity is conserved. We refer the reader to our comment in an earlier section on the procedure adopted to obtain the domain averages.

The \( \Delta T \) decreases with altitude (Figure 10a). Observed decadal timescale temperature changes [Angell, 1988; Oort and Liu, 1993], on the other hand, reveal that tropical tropospheric temperature changes are nearly constant with altitude. GCM studies of global warming during the last century, on the other hand, contradict both the annual cycle and the decadal-scale changes by estimating an upper tropospheric warming that is about 30–50% larger than the surface temperature changes [e.g., IPCC, 1995]. At least part of this warming may be due to the neglect of the ozone-induced lower stratospheric/upper tropospheric cooling in the GCMs [IPCC, 1995].

Observed humidity changes (shown in percent in Figure 10b) are very close to the values we would expect for a constant relative humidity atmosphere for the lower troposphere, while they exceed those values significantly in the middle and upper tropospheres. Figures 10b and 10d strongly suggest that the midtropospheric layers of the deep convective regions in the tropics undergo a significant moistening consistent with the study of Hallberg and Inamdar [1993]. These results are also consistent with the decadal-scale tropical humidity changes reported by Hense et al. [1988] and Flohn and Kapala [1989]. However, they are inconsistent with the results reported by Schroeder and McGuire [1998]. This study reports a tropical drying during the 1989–1995 period, in spite of the surface warming during the same period. However, the 1990s period was also subject to frequent El Ninos, and we have to separate the El Nino effect from that of the global warming, before interpreting decadal trends. Furthermore, Schroeder and McGuire use water vapor amount from soundings retrieved from satellite infrared data which seem to be at variance with NWP results given by Randel et al. [1996]. The NWP incorporates water vapor column amount from satellite microwave data and sondes, in addition to the satellite infrared soundings. Randel et al. [1996] examine the global trend between column water vapor and surface temperature for the 1988 to 1993 and conclude that their results "confirm the physical principle that a warmer atmosphere contains more water vapor than a cooler one." Lastly, the NWP data reveal a marked decrease in water vapor column amount beginning in 1991, while the Schroeder and McGuire data show this marked decrease to begin in 1988. Clearly, long-term trends from satellite water vapor column data need more scrutiny for accuracy before making a definite statement.

#### 7.2.2. Extratropical and global scales

Figures 11a–11d depict changes analogous to Figure 10a but on a global scale
Figure 10. (a) Vertical distribution of atmospheric temperature changes obtained by differencing the MAM and DJF values for the tropical oceans (30°N–30°S); (b) same as Figure 10a but for atmospheric humidity mixing ratio (q); (c) same as Figure 10a but for the ocean and land combined; (d) same as Figure 10b but for the ocean and land combined. The dotted lines in Figures 10b and 10d represent the constant relative humidity.
Figure 11. Same as Figure 10 but for the globe (90°N–90°S), except the changes in atmospheric temperature and humidity have been obtained by differencing the JJA and DJF values.

The warmest and coldest months are JJA and DJF consistent with the seasonal cycle shown in Figure 4. The atmospheric temperature (Figure 11a) decreases steeply with altitude, contrary to the near-uniform vertical temperature changes associated with either the observed decadal scale variations [Angel, 1988; Oort and Liu, 1993] or the GCM response to increased CO₂. The humidity increases over the global oceans (Figure 11b) are close to constant relative humidity values through the troposphere.

For the combined land and ocean, however, the increases in
Figure 12. Vertical distribution of the ratio of the change in water vapor mixing ratio (%) and the layer-averaged atmospheric temperature. (a) Tropical oceans; the $\Delta q$ and $\Delta T$ values are obtained by differencing the MAM and DJF values; (b) combined ocean and land for the tropics; the $\Delta q$ and $\Delta T$ values are obtained by differencing the MAM and DJF values; (c) global oceans; the $\Delta q$ and $\Delta T$ values are obtained by differencing the JJA and DJF values; (d) combined ocean and land for the globe; the $\Delta q$ and $\Delta T$ values are obtained by differencing the JJA and DJF values.
humidity (Figure 11d) are significantly smaller when compared with the constant relative humidity case. The reason for this becomes obvious when we inspect the temperature changes shown on the left-hand panel. The ocean temperature changes are about a factor of 10 smaller than the combined land and ocean case, thus indicating that temperature changes over land (and that too in the northern hemisphere) dominate the total changes. The primary source of evaporation, however, is the oceans where temperature increases are smaller. As a result, the combined land and ocean evaporation increases are not so large as that dictated by temperature increases. Since evaporation is the fundamental source of atmospheric moisture, the moisture increase for the combined land and ocean is smaller. This result is a valuable reminder for the importance of the oceans in the water vapor feedback.

Figure 12 shows the increase in humidity (%) in each of the three tropospheric layers per degree change in temperature of the respective layer. This is yet another way of summarizing the results shown in Figures 10 and 11. For the tropical region (ocean or ocean plus land), the midtropospheric humidity increase by as much as 13–20% per degree increase in temperature. This should be compared with the 20% per degree warming increase in midtroposphere humidity reported by Hense et al. [1988] and Flohn et al. [1989] for decadal-scale trends. We see that in spite of the domain, the altitude or the region, humidity changes are always positively correlated with temperature changes. The same conclusion was reached by Gaffen et al. [1991] in their study of decadal timescale changes in humidity.

The magnitude of the changes shown in Figure 12 can be approximately explained from the temperature dependence of the Clausius-Clapeyron equation. The saturation vapor pressure $e_s$ can be expressed as

$$e_s \approx C \exp \left(-\frac{5400}{T}\right)$$

where $C$ is a constant. Upon differentiating $e_s$ with respect to $T$, we obtain

$$\frac{1}{e_s} \frac{de_s}{dT} (\%) = \frac{5400}{T^2} \times 100$$

For $T \sim 300$ K, the above expression yields 6% K$^{-1}$, while for $T \sim 200$ K, it yields about 13% K$^{-1}$. Thus the increase with altitude of the percent change in $e_s$ can be related to the temperature dependence of $e_s$. However, an explanation for the atmosphere's tendency to maintain constant relative humidity must include the role of the dynamics in water vapor transport.

In summary, lapse rate changes for the annual cycle are not a valid analog for longer timescale climate changes. However, for reasons given below, the discrepancy in lapse rate changes between observations and GCMs do not alter our conclusion on the role of water vapor feedback. The observed annual cycle warming decreases with altitude, the decadal-scale warming remains roughly constant with altitude, while the GCM warming increases with altitude. When atmospheric warming is not so large as the surface warming, the enhanced emission to space is not so large (when compared with the situation when the warming is about the same at all altitudes), which in turn enhances $dG_{sw}/dT_s$, i.e., a positive feedback. However, at the same time, in a fixed relative humidity environment, smaller atmospheric warming implies a smaller incerase in absolute humidity, which suppresses some of the increase in $dG_{sw}/dT_s$ from the lapse rate feedback. Because of these two competing effects, the lapse rate (changes shown in Figure 10) has less than 10% influence on $dG_{sw}/dT_s$.

Humidity increases, on the other hand, are mostly consistent with available studies on observed longer timescale changes and with GCM studies. The one apparent exception is the global mean combined land and ocean case, for which humidity changes are about 50% of the values expected for an atmosphere with fixed relative humidity. However, surface temperature changes for this case are mostly concentrated in the northern hemisphere land. In spite of such heterogeneous and hybrid temperature changes, the observed $dG_{sw}/dT_s$ values are without exception consistent with positive water vapor feedback.

It is for this reason that we conclude that any theories or models that propose to simulate global warming should be tested against the data presented here. Agreement with the $dG_{sw}/dT_s$ values shown here, by itself, does not guarantee an accurate prediction of global warming, but failure to reproduce the present results or a substantial discrepancy with the sensitivity values shown here provide sufficient justification to question the theory.

8. Summary and Conclusions

We have revisited the issue of water vapor feedback employing a multitude of data sets presently available. Major objectives of the study are to integrate the presently available data sets, discuss the limitations of the previous studies, and address specific issues that were the stumbling blocks toward a reliable estimation of water vapor feedback on a global scale.

The present analysis covers the entire globe, including oceans and land surfaces. Mutual compatibility between data sets from independent sources and their influence on the results have been assessed. Regional and global average values for the different radiative flux parameters have been derived using the ERBE and other data sets. Maps of regional distributions of $g_{sw}$ and $w$ values display a remarkable consistency and qualitatively portray the role of large-scale dynamic water vapor transport on atmospheric greenhouse effect.

The annual cycles are then examined to infer the water vapor feedback sensitivity factor $dG_{sw}/dT_s$. $G_{sw}$, $w$, and $T_s$ have been found to be highly correlated consistent with the earlier study of RR, even when the analysis is extended in geography and time. The feedback sensitivity parameter $dG_{sw}/dT_s$ tracks the response of equatorial convection and large-scale circulation of water vapor and its greenhouse effect. In particular, we note the following features: (1) increase in equatorial convection in response to warming, moistens the midtroposphere between 10°N and 10°S and contributes to the so-called super greenhouse effect; (2) the Hadley cell response to the equatorial convection is to dry the subtropics and extratropics, which compensates for some of the enhanced equatorial greenhouse effect; (3) on tropical and global scales, however, there is a net moistening effect, and the feedback is positive and is similar to that of the fixed relative humidity models. Results derived for the feedback sensitivity parameter from different methods of analysis or use of different independent data sets, as well as those from other studies and GCM simulations, all converge within a ±20% range. Interestingly, the atmospheric precipitable water also shows a similar response to the surface temperature. Presence of deep convective regions in the tropics causes a large convergence of water
vapor in the midtroposphere. Our results also show that the response of the vertical water vapor concentration over the tropical and global oceans is similar to that expected from a fixed relative humidity atmosphere.

Lacking a long record of the satellite observations of the Earth, we have attempted to use the seasonal and interannual changes as a surrogate data. The results are fully consistent with observations and GCM simulations and suggest a positive water vapor feedback on tropical and global scale (Figure 7). In this context, Lindzen [1990, 1994] hypothesized that more and deeper cumulus convection expected in a warmer climate will lead to drying of the middle to upper troposphere, resulting in a significant reduction in the atmospheric greenhouse effect due to water vapor and thus ameliorating the effect of CO₂ warming. He estimated a response of 0.25°−1°C warming due to doubling of CO₂ which is well below the IPCC projections.

Lindzen’s estimates translate into a feedback sensitivity (\(\partial \varepsilon / \partial T_r\)) in the range of −4.5 to −1 W m⁻² K⁻¹. This falls in the domain marked as “negative feedback” in Figure 7 and is not supported by the present radiometric data. When this result is combined with the findings of earlier studies [Inamdar and Ramanathan, 1994; Soden et al., 1995; Flohn et al., 1989] that deep convection enhances the middle and upper tropospheric moisture; and that increased frequency of deep convections during El Nino year [Ramanathan and Collins, 1991; Soden, 1997] enhances the greenhouse effect with greater effect on regional and tropical mean scales, it may be concluded that the cumulus drying hypothesis of Lindzen [1990] does not explain tropical or global scale annual (and decadal) changes in water vapor and atmospheric greenhouse effect in the present atmosphere. By deduction, its validity for the global warming problem is in doubt.

Although we have used several different sources of data and where appropriate attempted to check for mutual compatibility, one need not stress more about the need for a continuous and accurate data record of radiative energy balances in the atmosphere. The Cloud and Earth Radiant Energy Systems (CERES) is one such instrument to be flown aboard the TRMM satellite this year and to be followed up with the EOS platforms later. With its broadband and window longwave channels, and other spectral instruments which measure the surface characteristics like emissivity, it should fulfill the above needs of providing a near-global coverage and help in detecting trends in the greenhouse effect due to anthropogenic influences.
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